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ABSTRACT
Anytime algorithms for optimization problems are of particular interest since they allow to trade off execution time with result quality. However, the selection of the best anytime algorithm for a given problem instance has been focused on a particular budget for execution time or particular target result quality. Moreover, it is often assumed that these anytime preferences are known when developing or training the algorithm selection methodology. In this work, we study the algorithm selection problem in a context where the decision maker’s anytime preferences are defined by a general utility function, and only known at the time of selection. To this end, we first examine how to measure the performance of an anytime algorithm with respect to this utility function. Then, we discuss approaches for the development of selection methodologies that receive a utility function as an argument at the time of selection. Then, to illustrate one of the discussed approaches, we present a preliminary study on the selection between an exact and a heuristic algorithm for a bi-objective knapsack problem. The results show that the proposed methodology has an accuracy greater than 96% in the selected scenarios, but we identify room for improvement.
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1 INTRODUCTION
Anytime algorithms [4, 21] are of interest in various domains since they allow a decision maker to trade-off execution time with solution quality. In addition, many anytime algorithms often exist for a given problem. For example, evolutionary algorithms and other search heuristics can often return a solution if interrupted at any time. Unfortunately, there is usually no single algorithm that always shows the best solution quality for all execution times and instances. As a result, when presented with a new problem instance, a decision maker is interested in selecting which algorithm to use.

When selecting the best anytime algorithm, a decision maker is typically also interested in defining its preferences with respect to the interruption of the algorithm, which we denote anytime preferences. For example, consider a real-time system that receives problem instances to solve. For some instances, the system needs to return a solution within a short amount of time, e.g. 1 second. For other instances, the system has more time, e.g. 60 seconds, while for others, the exact time depends on external factors that are not yet fully established, but it is known that the algorithm will be interrupted between two time points, e.g. between 1 and 60 seconds. Since the choice of an algorithm likely depends on the available time budget, a selection methodology should take this knowledge into account.

When the anytime preferences can change between calls to the selection methodology, as in the previous example, we say that we have dynamic anytime preferences. Otherwise, we say static anytime preferences. Anytime preferences can be defined with respect to measurements other than time, e.g. target solution quality, or with respect to multiple measurements, e.g. target solution quality and available time budget. For this work, we consider that the anytime preferences are characterized by a utility function \( w : T \times Q \rightarrow \mathbb{R}_+ \) that denotes how likely the algorithm is to be interrupted at a particular time \( t \in T \) and solution quality \( q \in Q \).

In this work, we are interested in studying the algorithm selection problem [18] for anytime algorithms, while allowing for dynamic anytime preferences. In particular, we study the following two aspects: (i) the definition of performance measures for anytime
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algorithms that take into account the anytime preferences denoted by a utility function \( w \); and (ii) the design of selection methodologies that consider dynamic anytime preferences. We note that numerous selection methodologies can be found in the literature, see [10, 11] for a review. However, up to our knowledge, none consider the characterization of the anytime preferences of the decision maker by a utility function, nor the setting of anytime preferences at the time of selection.

The remainder of this paper is organized as follows. In Section 2, we introduce anytime algorithms and notions related to the anytime performance of such algorithms. In Section 3, we describe performance measures for anytime algorithms with respect to possible definitions of the utility function \( w \), and discuss their theoretical properties. In Section 4, we discuss the possible approaches to the algorithm selection problem with respect to dynamic anytime preferences. In Section 5, we present a concrete selection methodology based on one of the approaches discussed in Section 4. Finally, we summarize the results of this work and discuss possible directions for future work in Section 6.

2 ANYTIME ALGORITHMS

Anytime algorithms [4, 21] offer a trade-off between execution time and solution quality, since they can return a solution when stopped at any time. Many existing algorithms to solve optimization problems are anytime since they can return the best solution found when interrupted, e.g. the best solution found so far by evolutionary algorithms and other search heuristics. Throughout this work we assume that the domain for execution time is denoted by a totally ordered set \( T \), such that for any two time steps \( t, t' \in T \) the relation \( t < t' \) means that the moment \( t \) happens earlier than the moment \( t' \). Likewise, the domain of solution quality is denoted by a totally ordered set \( Q \), where the relation \( q < q' \) between any two values \( q, q' \in Q \) denotes that \( q \) is worse than \( q' \) to the decision maker.

To study the performance of a single run of an anytime algorithm we define a performance trace that describes the trade-off between solution quality and execution time. A run here refers to a single execution of an algorithm on a particular instance. The set of all runs of an algorithm \( a \) is denoted by \( \Omega_a \).

**Definition 2.1 (Performance Trace).** The performance trace of a run \( r \in \Omega_a \) of an algorithm \( a \) is defined by a function \( K_{a,r} : T \rightarrow Q \) that maps execution time to the quality of the solution that would be returned if the algorithm was interrupted at that time.

<table>
<thead>
<tr>
<th>Run</th>
<th>Time</th>
<th>Result quality (greater is better)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3/3</td>
<td>3/3 3/3 2/3 1/3 1/3 0/3</td>
</tr>
<tr>
<td>2</td>
<td>3/3</td>
<td>3/3 3/3 2/3 1/3 1/3 0/3</td>
</tr>
<tr>
<td>3</td>
<td>2/3</td>
<td>2/3 2/3 2/3 2/3 2/3 2/3</td>
</tr>
<tr>
<td>4</td>
<td>1/3</td>
<td>1/3 1/3 1/3 1/3 1/3 1/3</td>
</tr>
<tr>
<td>5</td>
<td>0/3</td>
<td>0/3 0/3 0/3 0/3 0/3 0/3</td>
</tr>
</tbody>
</table>

If every run of an anytime algorithm \( a \) gives a monotonic performance trace, that is

\[ t_1 < t_2 \implies K_{a,r}(t_1) \geq K_{a,r}(t_2) \quad \forall r \in \Omega_a \quad \forall t_1, t_2 \in T \]

then algorithm \( a \) is said to have monotonic behavior. Otherwise, algorithm \( a \) is said to have non-monotonic behavior. Algorithms with non-monotonic behavior can typically be made to have monotonic behavior by keeping the best solution in memory. On the other hand, this may not be possible if the quality of a solution cannot be easily measured. For example, consider an evolutionary algorithm to optimize a function. If this function is expensive to evaluate or if it is not available during the execution, the algorithm may need to consider an approximation function to evaluate the fitness of the individuals. If this approximation is not consistent with the original function, e.g., if a change to the decision variables results in an increase in quality for the approximation function but a decrease in quality for the real function, then the algorithm might replace solutions of higher real quality by solutions with worse real quality. As a result the algorithm may present non-monotonic behavior.

As a result the algorithm may present non-monotonic behavior.

Running the algorithm for different instances and/or executing it multiple times on the same instance, will likely result in different performance traces. Thus, to characterize the behavior of an algorithm over different runs we define a performance profile.

**Definition 2.2 (Performance Profile).** The performance profile of an algorithm \( a \) over a set of runs \( R \subseteq \Omega_a \) is defined by a function

\[ P_{a,R}(t, q) = \frac{1}{|R|} \sum_{r \in R} 1\{K_{a,r}(t) \geq q\} \]

that denotes the probability of a run of the algorithm finding a solution of quality greater or equal to \( q \in Q \) at time \( t \in T \).

In Figure 1, on the left-hand side, we illustrate the performance traces of three runs of an algorithm. On the right we show the corresponding performance profile for these runs.

![Figure 1: On the left the performance traces of three runs of an algorithm. On the right the corresponding performance profile for these runs.](image-url)
3 MEASURING THE PERFORMANCE OF AN ANYTIME ALGORITHM

The definition of a performance measure, which describes the performance of an anytime algorithm as a single value, is a key aspect for the development of an automatic selection methodology. Moreover, we are also interested in defining such a performance measure with respect to the anytime preferences of the decision maker. In this work, we assume that the anytime preferences of a decision maker are characterized by a utility function \( w : T \times Q \rightarrow \mathbb{R}_+^\infty \) that for every combination of time and solution quality returns a non-negative scalar value that describes its preferences.

In the following, we start by describing logical relations between performance profiles. Then, we formulate performance measures for particular domains of \( T \) and \( Q \), and for a bounded function \( w \). Lastly, we discuss the properties of these measures with respect to the aforementioned logical relations. To make the reading easier we will denote a performance profile \( P_{w,R} \) simply by \( P \).

### 3.1 Logical Relations

The following logical relation between two performance profiles with respect to a utility function \( w \) is considered:

**Definition 3.1 (\( \succeq_w \) pre-order).** Given two performance profiles \( P \) and \( P' \), and a utility function \( w : T \times Q \rightarrow \mathbb{R}_+^\infty \), we define the relation \( P \succeq_w P' \) if and only if for every \( t \in T \) and \( q \in Q \) where \( w(t, q) > 0 \), it holds that \( P(t, q) \geq P'(t, q) \).

The above relation induces a partial order. Thus, we can define the following relations between two performance profiles:

- \( P =_w P' \iff P \succeq_w P' \land P' \succeq_w P \) (Equality)
- \( P \succ_w P' \iff P \succeq_w P' \land P' \not\succeq_w P \) (Superiority)
- \( P \parallel_w P' \iff P \not\succeq_w P' \land P' \not\succeq_w P \) (Incomparability)

The usefulness of these relations is linked to the characterization of the performance profiles. In particular, for an algorithm selection methodology, we are interested in comparing algorithms to solve a particular instance. Then, we should compare performance profiles that describe the expected behavior of an algorithm on that instance.

### 3.2 Performance Measures

In this section we are interested in defining performance measures that characterize a performance profile as a single (scalar) value. These measures should take into account the anytime preferences of the decision maker. Moreover, we argue that it is desirable that such performance measures are order preserving with respect to the \( \succeq_w \) pre-order described in the previous section, and that we are able to differentiate between incomparable profiles, i.e. allow incomparable profiles to have different performance measure values, as it is likely that the anytime algorithms considered for selection have incomparable performance profiles.

Up until this point, we have considered general domains \( T \) and \( Q \), as well as a generally defined utility function \( w \). However, to define our performance measures we need to restrict their definitions. In particular, we assume that domains \( T \) and \( Q \) are either continuous or discrete. An example of a continuous domain \( T \) is CPU-time, while an example of a discrete domain \( T \) is the number of function evaluations. To guarantee that our measures return a finite value we restrict the definition of utility function \( w \) to a region bounded by finite lower and upper bounds on time and quality, as follows

\[
w(t, q) = \begin{cases} \infty & \text{if } (t_L \leq t \leq t_U) \land (q_L \leq q \leq q_U) \\ 0 & \text{otherwise} \end{cases}
\]

where \( t_L \) and \( t_U \) are the lower and upper bounds on time, and \( q_L \) and \( q_U \) are the lower and upper bounds on quality.

We show in Table 1, the performance measures for the different combinations of continuous and discrete domains, as well as, values of \( t_L, t_U, q_L, \) and \( q_U \), with respect to a helper function

\[
h_{w,P}(t, q) = w(t, q)P(t, q)
\]

where \( P \) is the performance profile whose performance we wish to measure, and \( w \) is a utility function describing the anytime preferences of the decision maker according to Equation 1.

The measure for continuous domains \( T \) and \( Q \), and strict inequalities between the lower and upper bounds, is similar to the notion of weighted hypervolume discussed in [15] to measure the quality of a performance trace. The main differences are that our definition allows for algorithms with non-monotonic behavior, and that it is defined for a performance profile rather than a performance trace.

To characterize and study these measures we focus on the case where both domains \( T \) and \( Q \) are discrete. For this case, the performance measure defines a weighted sum over all the values of \( P(t, q) \) within the bounded region of \( w \). As such, when comparing two performance profiles with this measure we not only consider how often the value of \( P(t, q) \) is better for one profile than for the other, but also how much better, or worse, the value is at each point. In the following, we show that the measure for discrete domains \( T \) and \( Q \) is order preserving with respect to the \( \succeq_w \) pre-order.

**Proposition 3.2.** Given the performance measure

\[M_{w,P}(t, q) = \sum_{t \in T} \sum_{q \in Q} h_{w,P}(t, q)\]

it holds that \( M_{w} \) is order preserving, formally

\[P \succeq_w P' \implies M_{w,P}(t, q) \geq M_{w,P'}(t, q)\]

**Proof.** If \( P \succeq_w P' \), then, from Definition 3.1, it holds that

\[h_{w,P}(t, q) > 0 \implies h_{w,P'}(t, q) \geq h_{w,P}(t, q)\]

\[h_{w,P}(t, q) = 0 \implies h_{w,P}(t, q) = h_{w,P}(t, q)\]

Therefore, \( h_{w,P}(t, q) \geq h_{w,P'}(t, q) \) for all \( t \in T \) and \( q \in Q \), which implies that \( M_{w,P}(t, q) \geq M_{w,P'}(t, q) \).

Similarly, it can be shown that \( M_{w} \) is strictly order preserving

\[P \succ_w P' \implies M_{w,P}(t, q) > M_{w,P'}(t, q)\]

\[P =_w P' \implies M_{w,P}(t, q) = M_{w,P'}(t, q)\]

We also show that the same measure can provide different values for incomparable algorithms.

**Proposition 3.3.** Given the performance measure

\[M_{w,P}(t, q) = \sum_{t \in T} \sum_{q \in Q} h_{w,P}(t, q)\]

and two performance profiles \( P \) and \( P' \), then it holds that

\[P \parallel_w P' \implies M_{w,P}(t, q) = M_{w,P'}(t, q)\]
Table 1: Performance measures for the combinations of discrete and continuous domains for time and quality, as well as bounds $t_t, t_u, q_t, q_u$ for utility function $w$. The measures are defined with respect to a helper function $h_{w,P}$ defined in Equation 2.

<table>
<thead>
<tr>
<th>Continuous T, Continuous Q</th>
<th>Continuous T, Discrete Q</th>
<th>Discrete T, Continuous Q</th>
<th>Discrete T, Discrete Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(t_t &lt; t_u) \land (q_t &lt; q_u)$</td>
<td>$\int_0^T \int_Q h_{w,P}(t,q) , dt , dq$</td>
<td>$\sum_{q \in Q} \int_T h_{w,P}(t,q) , dt$</td>
<td>$\sum_{t \in T} \sum_{q \in Q} h_{w,P}(t,q)$</td>
</tr>
<tr>
<td>$(t_t = t_u) \land (q_t &lt; q_u)$</td>
<td>$\int_Q h_{w,P}(t_q,q) , dq$</td>
<td>$\sum_{q \in Q} h_{w,P}(t,q)$</td>
<td>$\sum_{q \in Q} h_{w,P}(t_q,q)$</td>
</tr>
<tr>
<td>$(t_t &lt; t_u) \land (q_t = q_u)$</td>
<td>$\int_T h_{w,P}(t,q) , dt$</td>
<td>$\int_T h_{w,P}(t,q) , dt$</td>
<td>$\sum_{t \in T} h_{w,P}(t_q,q_t)$</td>
</tr>
<tr>
<td>$(t_t = t_u) \land (q_t = q_u)$</td>
<td>$h_{w,P}(t_t,q_t)$</td>
<td>$h_{w,P}(t_t,q_t)$</td>
<td>$h_{w,P}(t_t,q_t)$</td>
</tr>
</tbody>
</table>

Proof. Let $T = \{0, 1\}$, $Q = \{0\}$, and $w(t,q) = 1$ for all $t \in T$ and $q \in Q$. Then, consider values $P(0,0) = 3, P(1,0) = 3$ for a performance profile $P$, and $P'(0,0) = 1, P'(1,0) = 4$ for a performance profile $P'$. For these values it holds that $P \parallel w P'$ and $M_w(P) \neq M_w(P')$. □

The propositions above similarly generalize for the remaining performance measures in Table 1.

4 ALGORITHM SELECTION

The algorithm selection problem [18] concerns the selection of an algorithm to solve an instance, such that a performance measure, set by the decision maker, is optimized. We recall, from Section 1, two relevant aspects to consider for the selection with respect to anytime algorithms are: (i) to define a performance measure for anytime algorithms that takes the anytime preferences of the decision maker into account; and (ii) to include the anytime preferences of the decision maker into the selection problem at the time of selection. In the previous section we focused on the first issue. For this section, we turn into the second. First, we formalize the algorithm selection problem in the context of anytime algorithms. Then, we discuss possible approaches to develop a selection methodology that considers the anytime preferences at the time of selection.

4.1 Algorithm Selection Problem for Anytime Algorithms

In this work we formally describe a selection methodology by a mapping $S(\pi, w) \rightarrow A$, that for a given instance $\pi$ and utility function $w$ returns an algorithm $a \in A$. We remark that utility function $w$ can change between calls to the selection task. The performance of a selection mapping is considered with respect to the performance of the selected algorithm $a$ on the same instance and utility function. Thus, an “optimal” selection methodology can be defined as follows

$$S^*(\pi, w) = \arg\max_{a \in A} M_w(P_{a,\pi})$$

where $P_{a,\pi}$ denotes the performance profile of algorithm $a \in A$ on instance $\pi$, and $M_w(P_{a,\pi})$ is the performance measure of that profile with respect to the utility function $w$.

Devising an optimal selection methodology is often infeasible since there is usually no algorithm that, for all instances and utility functions, will always show the best performance. Moreover, precisely characterizing the behavior of the algorithms is often impossible since many factors can affect their performance. As such, we are interested in designing methodologies that can solve the algorithm selection problem approximately, and that will often return an algorithm with optimal, or close to optimal, performance.

4.2 Algorithm Selection Approaches

Different approximate selection methodologies can be found in the literature [10, 11]. However, up to our knowledge, none consider the dynamic anytime preferences of the decision maker. Nevertheless, the methodologies found in the literature can generally be divided into two categories: (i) regression approaches, which predict the (scalar) performance measure of the algorithms for an instance and then use these predictions to make the selection, e.g. [12, 20]; and (ii) classification approaches, which return the selected algorithm without predicting the performance of the algorithms, e.g. [17, 19]. In this section, we consider how the dynamic anytime preferences impact the feasibility of similar methodologies. Note that selection approaches often rely on instance features to guide the selection, which are features computed from the instance that will expectedly impact the performance of the algorithms, e.g. the number of decision variables for optimization problems. The study of instance features is, in itself, a challenging task which is still subject to active research for various optimization problems [3, 10].

The introduction of dynamic anytime preferences into the selection problem introduces some challenges for the design of a selection methodology. Assume a scenario with static anytime preferences, i.e. the preferences do not change between calls to the selection methodology. A reasonable regression approach is to learn to predict the performance measure for the algorithms from a set of training instances, based on instance features. To consider dynamic anytime preferences in a similar approach, we could introduce features related to the utility function $w$, e.g. the values of the bounds $t_t, t_u, q_t, q_u$, and features related to the output values of the utility function. However, this introduces several issues. First, the use of more features typically increases the complexity of machine learning techniques. Second, it may lead to a significant increase in the number of training examples needed as we have to consider a diverse set of utility functions. Assuming $n$ training instances and $m$ training utility functions, there are $n \cdot m$ possible training examples to consider. Last, creating a diverse set of $m$ training utility functions is likely not trivial, since there is likely a very large, possibly
We consider the bi-objective binary knapsack problem (BOBKP), defined by
\[ \max \left( f_1(x), f_2(x) \right) = \left( \sum_{j=1}^{n} x_j v_1^j, \sum_{j=1}^{n} x_j v_2^j \right) \]
\[ \text{s.t. } \sum_{j=1}^{n} x_j c_j \leq C \]
\[ x \in \{0, 1\}^n \]
where \( n \) is the number of items, \( v_1^j, v_2^j, c_j \in \mathbb{Z}^+ \) denote the values and cost associated with an item \( j = 1, \ldots, n \), respectively, \( C \in \mathbb{Z}^+ \) denotes a cost constraint, and \( x \) is the decision vector that describes which items are selected or not, in particular \( x_j = 1 \) denotes that the \( j \)th item is selected and \( x_j = 0 \) otherwise.

The instances considered for this study follow the generation procedure described in [1], which considers a cost constraint
\[ C = \frac{1}{2} \sum_{j=1}^{n} c_j \]
and four instance types:
- Type A (Random instances): values \( v_1^j \) and \( v_2^j \), and costs \( c_j \) are randomly generated with respect to the uniform distribution in the range \([1, 1000]\);
- Type B (Unconflicting instances): values \( v_1^j \) are randomly generated with respect to the uniform distribution in the range \([111, 1000]\), values \( v_2^j \) in the range \([v_1^j - 100, v_1^j + 100]\), and the costs \( c_j \) in the range \([1, 1000]\);
- Type C (Conflicting instances): values \( v_1^j \) are randomly generated with respect to the uniform distribution in the range \([1, 1000]\), values \( v_2^j \) in the range \([\max\{900 - v_1^j, 1\}, \min\{1100 - v_1^j, 1000\}]\), and the costs \( c_j \) in the range \([1, 1000]\);
- Type D (Conflicting instances with correlated weight): same as Type C, except that the costs \( c_j \) are randomly generated in the range \([v_1^j + v_2^j - 200, v_1^j + v_2^j + 200]\).

A solution to a bi-objective problem consists of a set of mutually non-dominated decision vectors. Under the notion of Pareto optimality [6] this means that no decision vector in the solution set is better or equal than another in all objective values. The optimal solution, namely the Pareto set, is the set of all feasible decision vectors that are not dominated by any other feasible decision vector. To measure the quality of a solution set as a scalar value, different quality indicators have been proposed [23]. We note that the choice of a quality indicator is up to the decision maker, and that the selection methodology proposed in Section 5.3 does not depend on any specific indicator. However, it assumes that the values returned by the chosen indicator follow a total order. Still, the choice of an indicator should be carefully considered since it impacts the anytime data collected, which in turn influences which algorithm should be selected. In this work, we consider the hypervolume indicator [22] which corresponds to the area dominated by the image of a solution in the objective space with respect to a reference point. We consider a reference point \((-1, -1)\) so that any solution to the BOBKp has a non-zero quality value. The hypervolume was, in part, chosen due to being monotonic with respect to the notion of Pareto optimality [23]. As such, a better solution, according to the notion of Pareto dominance, will have a greater hypervolume value. Moreover, the hypervolume value is maximal for the Pareto set.

5 EXPERIMENTAL STUDY

In this section we present an experimental study on the selection between an exact and a heuristic algorithm for a bi-objective knapsack problem. The purpose of this preliminary study is to formalize, and study, a concrete selection methodology based on the last approach discussed in Section 4.2. We start by introducing the problem, instances, and the two algorithms considered. Afterwards, we formalize the selection methodology, and report the results of this methodology on various selection scenarios.

5.1 Benchmark Problem

We consider the bi-objective binary knapsack problem (BOBKp), defined by

5.2 Algorithms

In this study we consider two algorithms: an exact algorithm, and a heuristic algorithm. This should provide a natural scenario for algorithm selection in an anytime context since we expect the heuristic algorithm to quickly find good solutions but to naturally stop before finding the Pareto set, whereas we expect the exact algorithm to initially find solutions with worst quality than those found by the heuristic, but to eventually surpass the heuristic and
find the Pareto set. We note that these assumptions may not always hold, e.g., the exact approach may take too long to be useful or a heuristic may not naturally stop. Nonetheless, they hold for the algorithms we consider in this study. In particular, we consider the “B-DP1” dynamic programming (DP) algorithm described in [7], and a Pareto local search (PLS) approach [16].

The DP approach is described in Algorithm 1. The methods ComputeNSDE and ComputeFromPrevious follow the procedures described in [1] and [7] as appropriate for variant “B-DP1”. If interrupted the algorithm returns the non-dominated vectors from the latest set $X_t$ that was computed. As such, to gather the anytime performance data required for the experimental study we measure the hypervolume of $X_t$ at the end of each iteration.

**Algorithm 1: Dynamic Programming**

1. // Initialize $C_0$ with empty solution
2. $X_0 \leftarrow \{(0, \ldots, 0)\}$
3. $F \leftarrow \text{ComputeNSDE}()$
4. for $i \in \{1, 2, \ldots, n\}$ do
5. \hspace{1em} $X_t \leftarrow \text{ComputeFromPrevious}(X_{t-1}, F)$
6. return $X_n$

The PLS approach is described in Algorithm 2. The sets $X_u$ and $X_a$, which correspond to the set of all unexplored non-dominated decision vectors and the set of all non-dominated decision vectors respectively, are implemented using a self-balancing binary tree data structure where the decision vectors are sorted according to the value of the first objective function $f_1$. For the Select method we consider a procedure that alternates between selecting the first and last decision vector in the unexplored set. We chose this procedure since it generally showed, in our preliminary tests, a better anytime behavior when compared to both a method that randomly selects a decision vector from the unexplored set, and a method that selects the decision vector with the maximal optimistic hypervolume improvement (OHI) heuristic described in [5]. The OHI corresponds to the “gap”, in terms of hypervolume, around a decision vector in the objective space. Thus, a larger OHI value suggests a potentially greater increase in hypervolume by neighboring decision vectors. The neighborhood of a decision vector $s$ is comprised of all feasible decision vectors within a hamming distance of 1 of the current decision vector (Neighborhood1), and all feasible decision vectors that result from the exchange of two values in the current decision vector (Neighborhood2). The neighborhood exploration follows the 1-flip-exchange method described in [13]. First, the algorithm explores the decision vectors of Neighborhood1. Then, if no new non-dominated decision vector was found during the exploration of Neighborhood1, the algorithm explores the decision vectors of Neighborhood2. The set of initial non-dominated decision vectors is comprised of the empty decision vector where $x_i = 0$ for all $i = 1, 2, \ldots, n$. It is worth noting that, for this neighborhood exploration definition, the PLS approach may not find the complete Pareto set, since it can fall into a Pareto local optimum set [16]. If interrupted the algorithm returns the set $X_a$. Thus, to measure its anytime performance we update the hypervolume of the set $X_a$ in an online fashion whenever we remove or insert decision vectors.

**Algorithm 2: Pareto Local Search**

1. Input: $X_0$ (Set of initial non-dominated decision vectors)
2. $X_u \leftarrow X_0$
3. $X_a \leftarrow X_0$
4. while $X_u \neq \emptyset$ do
5. \hspace{1em} $x \leftarrow \text{Select}(X_u)$
6. \hspace{1em} $X_u \leftarrow X_u \setminus \{x\}$
7. \hspace{1em} aux $\leftarrow 0$
8. for $x' \in \text{Neighborhood1}(x) \cup \text{Neighborhood2}(x)$ do
9. \hspace{1em} if $x' \in \text{Neighborhood2}(x) \cap \text{aux} = 1$ then
10. \hspace{2em} break
11. \hspace{1em} if $\text{IsDominated}(x', X_a)$ then
12. \hspace{2em} continue
13. \hspace{1em} $X_u \leftarrow \text{RemoveDominated}(X_u, x')$
14. \hspace{1em} $X_a \leftarrow X_a \cup \{x'\}$
15. \hspace{1em} $X_a \leftarrow X_a \cup \{x'\}$
16. \hspace{1em} if $x' \in \text{Neighborhood1}(x)$ then
17. \hspace{2em} aux $\leftarrow 1$
18. \hspace{1em} return $X_a$

5.3 Selection Methodology

In the following, we present a selection methodology for the BOBKP based on the last approach proposed in Section 4. We recall that this approach consists of predicting the performance profile of a new instance for each algorithm, applying a performance measure to each predicted profile, and then selecting the algorithm whose profile presents the best performance measure value.

To predict the performance profile we take into account the performance traces of each algorithm on a set of training instances $I$. For an instance $i \in I$ we compute the following instance features:

- $\lambda_i^1$: the problem size, i.e. $n$ in Equation 3;
- $\lambda_i^2$: the rank correlation coefficient between vectors $v^1$ and $\tilde{v}^2$;
- $\lambda_i^1$: the rank correlation coefficient between vectors $v^1$ and $v^2$;
- $\lambda_i^1$: the rank correlation coefficient between vectors $v^2$ and $c$.

To select the algorithm for an (unseen) instance $\pi$, we start by extracting the instance features $\lambda^\pi$. Then, to choose which training instances are used to build the predicted performance profile we consider the following procedure. First, we select the training instances that have the closest problem size to instance $\pi$, formally

$$I_s = \arg\min_{i \in I} |\lambda_i^1 - \lambda^\pi_1|$$

where $i \in I$ denotes an instance in the training set. Then, we compute the sum of the absolute differences between correlation coefficients, formally

$$s_i = |\lambda_i^2 - \lambda^2_2| + |\lambda_i^1 - \lambda^1_3| + |\lambda_i^1 - \lambda^1_4| + |\lambda_i^1 - \lambda^1_5| + |\lambda_i^1 - \lambda^1_6|$$

for every training instance $i \in I_s$, and collect the $m$ instances with smaller $s_i$ into a set $I_\pi$.

From set $I_\pi$, which contains the training instances chosen for predicting the performance profile of instance $\pi$, we build a performance profile $P_{a,I_\pi}$ with the available runs on those instances for
We record the performance traces in terms of CPU time, in seconds, $\tau_m$ with an Intel i7-8700 CPU with clock frequency 3.20 GHz. Calculating the hypervolume throughout the execution of the algorithms is deterministic and the fluctuations are generally very small. For each instance, we record the Pareto set in the objective space, which is found by letting the DP algorithm finish its execution. For each instance, we report in Table 2 the proportion of selection scenarios with an error in the specified intervals. The plots shows that, although the error is very close to zero for most scenarios, there are still scenarios with a significant error. As such, we consider that there is still room to improve the predicted performance profile, for example by considering more instance features.

5.4 Experimental Scenario and Results

In this section we present the experimental scenario and the results of our proposed methodology with respect to the quality of the predicted performance measure and quality of the selection.

5.4.1 Experimental Scenario. For our experimental scenario we consider the four instance types discussed in Section 5.1 for the BOKBP, with problem sizes $n \in \{50, 60, \ldots, 140, 150\}$ for the training instances, and sizes $n \in \{50, 55, \ldots, 145, 150\}$ for the testing instances. For each combination of instance type and problem size, 30 random instances were generated for training and 10 for testing. We record the performance traces in terms of CPU time, in seconds, and relative hypervolume, which corresponds to the ratio between the current hypervolume and the maximal hypervolume. The maximal hypervolume corresponds to the hypervolume of the image of the Pareto set in the objective space, which is found by letting the DP algorithm finish its execution. For each instance, we record three runs of each algorithm to account for small fluctuations in CPU-time. Only three runs were considered since the algorithms are deterministic and the fluctuations are generally very small.

The DP and PLS algorithms shown in Section 5.2 were implemented in C++ and the experiments were carried out on a computer with an Intel i7-8700 CPU with clock frequency 3.20 GHz. Calculating the hypervolume throughout the execution of the algorithms introduces some overhead. In particular, for the instances considered in the experimental study, we saw an impact of less than 1% on the performance of the DP algorithm, and less than 5% for the PLS algorithm, which we consider to be within an acceptable margin.

For utility function $w$ we consider the following definition:

$$w(t, q) = \begin{cases} 1 & \text{if } (t \leq t \leq t_u) \land (q \leq q \leq q_u) \\ 0 & \text{otherwise} \end{cases}$$

The experiments are conducted with fixed values of $t_u = 0$, $q_u = 0$, $q_u = 1$, and varying values of $t_u \in [10^{-5}, 10^6]$ in order to study the methodology over varying anytime preferences. Note that solution quality is defined in the interval $[0, 1]$ since we consider a relative measure. As such, this definition of $w$ indicates that the decision maker is equally likely to interrupt the algorithm for any time $t \leq t \leq t_u$ and for all possible quality values. For $t_u$ we sample 200 points evenly spaced on a log scale of the interval $[10^{-5}, 10^6]$. Lastly, we consider the choice of the $m$-value for the presented selection methodology, which controls the number of training instances used to predict the performance profile of the selection instance. Our preliminary experiments suggest that $5 \leq m \leq 10$ provides the best results in terms of selection accuracy and quality of the predicted performance profile. As such, we arbitrarily consider $m = 7$ within that range for the experiments shown in this study.

To recap, for testing there are 21 different instance sizes, and 4 instance types. Then, for each combination of instance size and type, 10 instances are considered for testing. This results in a total of $21 \times 4 \times 10 = 840$ testing instances. Finally, for each instance we consider 200 possible anytime preferences by varying $t_u$. As such, there are a total of $840 \times 200 = 168,000$ selection scenarios.

5.4.2 Prediction Quality. We discuss the prediction quality of our methodology with respect to a relative performance measure that denotes the ratio between the performance measure of a performance profile $P$ and an “optimal” performance profile $P^*$, formally

$$M_w(P) = \frac{M_w(P)}{M_w(P^*)}$$

where the “optimal” performance profile is defined by $P^*(t, q) = 1$ for every $t \in T$ and $q \in Q$. Note that, given the selection scenarios described in the previous section and the domains of quality and time, the performance measure is, from Table 1, given by

$$M_w(P) = \int_Q \int_T h_{w,P}(t, q) \, dt \, dq$$

Figure 2 shows the relative performance measure for the performance profile predicted by our proposed methodology, versus the “real” performance profile of the algorithm for a given instance. The results are reported for testing instances with problem size $n = 115$, a size that is not in the set of training instances. For a better visualization, we arbitrarily chose a single instance for each type. The figure suggests that the value of the relative performance measure for the predicted performance profile is often close to the same value for the real performance profile. However, we can observe a significant error for the PLS algorithm on instance type B. In Figure 3 we report the frequency of the error between the relative performance measure of the real and predicted profiles, over all selection scenarios. The plots shows that, although the error is very close to zero for most scenarios, there are still scenarios with a significant error. As such, we consider that there is still room to improve the predicted performance profile, for example by considering more instance features.

5.4.3 Selection Quality. We report in Table 2 the proportion of selection scenarios with an error in the specified intervals. The error is reported with respect to the difference in relative performance measure between the real performance profiles of the selected and optimal algorithms. An error with value zero (third column) indicates a correct selection and the proportion represents the accuracy of the methodology. Thus, a greater proportion is better. An error greater than zero (columns 4 to 6) indicates a wrong selection, thus a smaller proportion is better. The best proportions for each type and error interval are highlighted in bold. We report the results for: (i) our proposed methodology (Section 5.3); (ii) a random methodology that selects at random between the DP and PLS algorithms; (iii) a methodology that always selects the DP algorithm; and (iv) a methodology that always selects the PLS algorithm.

The results show that the accuracy of our proposed selection methodology is greater than 96% for the considered scenarios, and that it is always better than the remaining methodologies. The proportion of scenarios with an error within each specified interval is also lower for our proposed methodology. However, there are scenarios for instances of type B where our methodology shows an error greater than 10%, which we consider to be significant.
Figure 2: Relative performance measure for the “real” performance profiles (continuous lines) of testing instances of size $n = 115$, and for the performance profile (discontinuous lines) predicted by our selection methodology.

Figure 3: Absolute error between the relative performance measure of the predicted and real performance profiles.

6 CONCLUSION

In this work we discussed several aspects related to the algorithm selection problem for anytime algorithms. In particular, we presented performance measures that take into account the anytime preferences of the decision maker, and discussed possible approaches to develop a selection methodology which considers the decision maker’s dynamic anytime preferences. Then, we carried out a preliminary study for the selection between an exact and a heuristic algorithm on a bi-objective knapsack problem, using a selection methodology developed following one of the discussed approaches.

The results of this preliminary study show that our selection methodology has an accuracy greater than 96% on the selected scenarios. However, we highlighted some scenarios where the error between the performance measure of the predicted and optimal algorithms was significant. We expect that this error can be reduced by having a better prediction of the performance profile for the selection instance. As such, a possible direction for future work is to extend this preliminary study by considering, for example, more instance features and different methods to select which training instances are used to predict the performance profile. Moreover, to better understand this selection methodology, different selection scenarios could be considered, e.g. scenarios with different utility functions and more algorithms. Lastly, another direction for future work is to study and apply algorithm selection methodologies of anytime algorithms on real-world scenarios.
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